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Heterogeneous agent models with aggregate risk

• Classic papers by Krusell-Smith and Den Haan from late 90s...

• ... huge literature since then

• My argument: what we’re doing makes no sense and the problem is
rational expectations about equilibrium prices!

• Challenge = what should replace rational expectations?

• spell out some criteria
• discuss some promising directions
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The key problem in HA models with aggregate risk
Key problem: rational expectations + general equilibrium
⇒ cross-sectional distribution enters household/firm decision problem
• true even though households/firms do not really care about distribution
and only care about prices
• households/firms forecast equilibrium prices by forecasting distributions
• MFG “Master equation” a.k.a. “Monster equation” (PL Lions)

Recent work: impressive advances solving such models (DNNs etc)
(e.g. Schaab, Bilal, Bhandari-Bourany-Evans-Golosov, Han-Yang-E, Gu-Lauriere-Merkel-Payne, Gopalakrishna-Gu-Payne, Huang, Proehl)

... but this still really holds back HA literature, e.g. non-linearities, crises

My argument:
• we’re spending a lot of intellectual and computational horse power solving
an unrealistically complex problem
• go back to drawing board and replace RE about equilibrium prices 2



Plan

1. Back to the roots of RE: it was all about equilibrium prices

2. The trouble with rational expectations in heterogeneous agent models

3. What should replace RE?
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Back to the roots of RE

• Back to John Muth = father of rational expectations (1961 paper)

• ... and to Lucas, Prescott, Sargent & co

• Better modeling expectations of equilibrium prices was the central goal in
the development of RE
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Muth (1961) “Rational Expectations and the Theory of Price Movements”

 RATIONAL EXPECTATIONS 317

 because expectations of a single firm may still be subject to greater error

 than the theory.

 It does not assert that the scratch work of entrepreneurs resembles the

 system of equations in any way; nor does it state that predictions of en-

 trepreneurs are perfect or that their expectations are all the same.

 For purposes of analysis, we shall use a specialized form of the hypothesis.

 In particular, we assume:

 1. The random disturbances are normally distributed.

 2. Certainty equivalents exist for the variables to be predicted.

 3. The equations of the system, including the expectations formulas, are

 linear.

 These assumptions are not quite so strong as may appear at first because

 any one of them virtually implies the other two.4

 3. PRICE FLUCTUATIONS IN AN ISOLATED MARKET

 We can best explain what the hypothesis is all about by starting the

 analysis in a rather simple setting: short-period price variations in an isolated

 market with a fixed production lag of a commodity which cannot be stored.5
 The market equations take the form

 Ct -AfiPt (Demand),

 (3. 1) P=t -yIP + ut, (Supply),

 Pt Ct (Market equilibrium),

 where: Pt represents the number of units produced in a period lasting as
 long as the production lag,

 Ct is the amount consumed,

 Pt is the market price in the tth period,
 pe is the market price expected to prevail during the tth period on the

 basis of information available through the (t -1)'st period,

 ut is an error term-representing, say, variations in yields due to weather.

 All the variables used are deviations from equilibrisui3 values.

 4 As long as the variates have a finite variance, a linear regression function exists

 if and only if the variates are normally distributed. (See Allen [2] and Ferguson [12].)
 The certainty-equivalence property follows from the linearity of the derivative of the

 appropriate quadratic profit or utility function. (See Simon [28] and Theil [32].)
 5 It is possible to allow both short- and long-run supply relations on the basis of

 dynamic costs. (See Holt et al. [17, esp. Chapters 2-4, 19]). More difficult are the supply
 effects of changes in the number of firms. The relevance of the cost effects has been

 emphasized by Buchanan [7] and Akerman [1]. To include them at this point would,
 however, take us away from the main objective of the paper.
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In Bob Lucas’ words

“[1960s-style macroeconometric models] implied behavior of actual equilibrium
prices and incomes that bore no relation to, and were in general grossly
inconsistent with, the price expectations that the theory imputed to individual
agents.” (Lucas 1995, Nobel Lecture)

“One needs a principle to reconcile the price distributions implied by the market
equilibrium with the distributions used by agents to form their own views of the
future. John Muth noted that [...] these distributions could not differ in a
systematic way. His term for this latter hypothesis was rational expectations.”
(Lucas 1980, “Methods and Problems in Business Cycle Theory”)
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Lucas and Prescott (1971) “Investment under Uncertainty”
• Paper that first spells out RE the way we now understand it
• Muth: only price means consistent. Lucas-Prescott: whole distributions.
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Important goal of developing RE: operational macro theories

Lucas and Prescott (1971) “Investment under Uncertainty”:

• “[By imposing RE], we obtain an operational investment theory linking...”

Lucas (1980) “Methods and Problems in Business Cycle Theory”:

• “Our task as I see it [...] is to write a FORTRAN program that will accept
specific economic policy rules as ‘input’ and will generate as ‘output’
statistics describing the operating characteristics of time series we care
about, which are predicted to result from these policies.”
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The trouble with rational expectations
in heterogeneous agent models



Intuition
• Suppose I live in one of our models, only care about r

• I’d realize that in equilibrium r depends on distribution G
• RE⇒ in order to forecast r , I’d forecast entire distribution G!
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• Why make our lives so hard?

• Clearly people do not forecast prices by forecasting distributions

• Next: explain this in a bit more detail using specific example
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Example: forecasting equilibrium w and r
• Start with rep agent economy (RBC model) then add heterogeneity

• Preferences:

E0
T∑
t=0

βtU(ct , nt)

• Technology:
yt = ztF (kt , ℓt), kt+1 = it + (1− δ)kt

• Resource constraints:
ct + it = yt , ℓt = nt , all t

• Notes:
• time horizon T can be finite or∞. Useful case: two periods t = 0, 1
• aggregate productivity zt is stochastic (Markov process)
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Representative agent case: competitive equilibrium

Quantities and prices {wt , rt} such that
1. Households maximize

max
{ct ,nt ,at+1}

E0
T∑
t=0

βtU(ct , nt) s.t.

ct + at+1 = wtnt + (1 + rt)at

2. Firms maximize

max
{it ,ℓt ,kt+1}

E0
T∑
t=0

R−10→t (ztF (kt , ℓt)− wtℓt − it) s.t.

kt+1 = it + (1− δ)kt with R0→t =
t∏
s=1

(1 + rs)

3. Markets clear
kt = at , ℓt = nt , all t
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Key difficulty: households, firms need to forecast w and r

Quantities and prices {wt , rt} such that
1. Households maximize
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Key difficulty: households, firms need to forecast w and r

Focus on wages {wt} for now
1. Households maximize
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Key difficulty: households, firms need to forecast w and r

Focus on wages {wt} for now

1. Households maximize

⇒ Labor supply = n(wt , at)
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Key difficulty: households, firms need to forecast w and r

Focus on wages {wt} for now

1. Households maximize

⇒ Labor supply = n(wt , at)

2. Firms maximize

⇒ Labor demand = ℓ(wt , kt , zt)

3. Markets clear
kt = at , ℓt = nt , all t
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Key difficulty: households, firms need to forecast w and r

Focus on wages {wt} for now

1. Households maximize

⇒ Labor supply = n(wt , at)

2. Firms maximize

⇒ Labor demand = ℓ(wt , kt , zt)

3. Markets clear
kt = at , ℓt = nt , all t

⇒ Equilibrium wage = w∗(kt , zt)

Note: RE equilibrium is pretty complicated even in this rep agent economy
12



Solution methods for representative agent case

Two (global) solution methods:

1. Tackle competitive equilibrium directly

• actually pretty hard even in rep agent case, e.g. (k,K) trick

2. Solve via planning problem

• no prices so completely sidesteps key difficulty

• frequent approach in literature (e.g. RBC model)

13



Heterogeneous agents case: competitive equilibrium

Quantities and prices {wt , rt} such that

1. Households: heterogeneous in (ait , yit), yit = id. risk, distribution Gt(a, y)

max
{cit ,nit ,ait+1}

E0
T∑
t=0

βtU(cit , nit) s.t.

cit + ait+1 = wtyitnit + (1 + rt)ait

2. Firms (as before): rep firm optimally chooses {ℓt , kt} given {wt , rt}

3. Markets clear

kt =

∫
adGt(a, y), ℓt =

∫
nt(a, y)dGt(a, y), all t

Note: households/firms do not care about dist’n Gt , only care about prices
14



Key difficulty: households, firms need to forecast w and r

Focus on wages {wt} for now

1. Households: heterogeneous in (ait , yit), yit = id. risk, distribution Gt(a, y)

⇒ Household i ’s labor supply = n(wt , ait , yit)

2. Firms (as before)

⇒ Labor demand = ℓ(wt , kt , zt)

3. Markets clear

kt =

∫
adGt(a, y), ℓt =

∫
nt(a, y)dGt(a, y), all t
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Key difficulty: households, firms need to forecast w and r

Focus on wages {wt} for now
1. Households: heterogeneous in (ait , yit), yit = id. risk, distribution Gt(a, y)

⇒ Household i ’s labor supply = n(wt , ait , yit)
2. Firms (as before)

⇒ Labor demand = ℓ(wt , kt , zt)

3. Markets clear

kt =

∫
adGt(a, y), ℓt =

∫
nt(a, y)dGt(a, y), all t

⇒ Equilibrium wage = w∗(Gt(a, y), zt)

Note: equilibrium prices depend on entire cross-sectional distribution Gt !

Generic feature of heterogeneous agent models: pt = P∗(Gt(x), z) 15



Rational expectations: forecast prices by forecasting distributions

See this clearly in special case with two time periods t = 0, 1
1. Households solve

V0(a, y , G, z) = max
c,n,a′

U(c, n) + βE[V1(a′, y ′, G′, z ′)|y , G, z ] s.t.

c + a′ = w ∗0 (G, z)yn + (1 + r
∗
0 (G, z))a

V1(a
′, y ′, G′, z ′) = max

c ′,n′
U(c ′, n′) s.t. c ′ = w ∗1 (G′, z ′)y ′n′ + (1 + r ∗1 (G′, z ′))a′

where G′ = cross-sectional distribution at t = 1, satisfying G′ = Ts0G
2. Firm investment decision: similar problem featuring

• prices w∗1 (G′, z ′) and r∗1 (G′, z ′)
• value function J1(k, G′, z ′)

MFG “Monster equation”, makes solution extremely hard
Why make our lives so hard? Clearly people do not do this...

16



Solution methods for heterogeneous agent case

1. Linearization or MIT shocks: typical approach in particular in HANK literature
• certainty (equivalence) for prices so sidesteps key difficulty
• but not suitable for inflation debate, financial crises, asset pricing, ...

2. Krusell-Smith/DenHaan
• forecast prices by forecasting moments of distributions, e.g. mean:

āt =

∫
adGt(a, y) instead of Gt(a, y)

• bounded rationality interpretation
• but do we think people do that? I personally also don’t
• exception: moment = price, more momentarily

(Gomes-Michaelides, Favilukis-Ludvigson-VanNieuwerburgh, Kaplan-Mitman-Violante, Lee-Wolpin, Llull, Storesletten-Telmer-Yaron ...)

3. Tackling full RE equilibrium: impressive advances in recent literature
(e.g. Schaab, Bilal, Bhandari-Bourany-Evans-Golosov, Han-Yang-E, Gu-Lauriere-Merkel-Payne, Gopalakrishna-Gu-Payne, Huang, Proehl)

• unrealistically complex: too much intellectual/computational horse power 17



Taking stock and what next?

Goal of Muth, Lucas & co when developing RE: operational macro theories

RE achieves exactly this goal in representative agent models

But RE⇒ het. agent models with aggregate risk “not operational”
• attributes to people extreme ability to think through equilibrium
• means that people forecast prices by forecasting distributions
• thereby making solution extremely hard

We should go back to drawing board:
• replace RE about equilibrium prices in HA models
• existing attempts (e.g. KS 98) but we need to be more systematic
• Payoff: kill two birds with one stone

1. make models operational (solution feasible)
2. ... and more empirically realistic / more interesting 18



What should replace RE?



What should replace RE?

• I only know the problem, not the solution!

• But spell out some criteria that I find reasonable

• Common element: form expectations about prices directly

• natural solution
• different from RE
• but how discipline prob. distributions to compute price expectations?

• Note: keep RE about non-equilibrium variables, e.g. idiosyncratic zit

19



Natural solution: form expectations about prices directly

In the 2-period example

V0(a, y , G, z) = max
c,n,a′

U(c, n) + βE[V1(a′, y ′, G′, z ′)|y , G, z ] s.t.

c + a′ = w∗0 (G, z)yn + (1 + r
∗
0 (G, z))a

V1(a
′, y ′, G′, z ′) = max

c ′,n′
U(c ′, n′) s.t. c ′ = w∗1 (G′, z ′)y ′n′ + (1 + r∗1 (G′, z ′))a′

where G′ = cross-sectional distribution at t = 1
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Natural solution: form expectations about prices directly

In the 2-period example

V0(a, y , w, r) = max
c,n,a′

U(c, n) + βẼ[V1(a′, y ′, w ′, r ′)|·] s.t.

c + a′ = wyn + (1 + r)a

V1(a
′, y ′, w ′, r ′) = max

c ′,n′
U(c ′, n′) s.t. c ′ = w ′y ′n′ + (1 + r ′)a′

where subjective expectation Ẽ computed using probability distribution

P(w ′, r ′| · )

20



Natural solution: form expectations about prices directly

In the 2-period example

V0(a, y , w, r) = max
c,n,a′

U(c, n) + βẼ[V1(a′, y ′, w ′, r ′)|·] s.t.

c + a′ = wyn + (1 + r)a

V1(a
′, y ′, w ′, r ′) = max

c ′,n′
U(c ′, n′) s.t. c ′ = w ′y ′n′ + (1 + r ′)a′

where subjective expectation Ẽ computed using probability distribution

P(w ′, r ′| · )

Note: different from Krusell-Smith (forecast prices using moments)

• exception: moment = price
(Gomes-Michaelides, Favilukis-Ludvigson-VanNieuwerburgh, Kaplan-Mitman-Violante, Lee-Wolpin, Llull, Storesletten-Telmer-Yaron ...)
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Challenge: discipline price expectations P

Price expectations Ẽ[V (x ′, p′)| · ] computed using probability distribution

P(p′| · )

Challenge: navigating the “wilderness of non-rational expectations”

Sargent (2008) AEA Presidential Address:

• “There is such a bewildering variety of ways to imagine discrepancies
between objective and subjective distributions”

• “There is an infinite number of ways to be wrong, but only one way to be
correct”

• “Desire to retain discipline of RE”⇒ “cautious modifications of RE”
21



Three criteria for price expectations P

Price expectations Ẽ[V (x ′, p′)| · ] computed using probability dist’n P(p′| · )

Three criteria for P:
1. Simplify solution of het. agent models (make them operational)

• eliminates models that nest RE: Pθ with Pθ=0 = PRE (e.g. diagnostic)

2. Consistency with empirical evidence
• large literature, e.g. survey expectations

(e.g. Manski, Armantier-et-al, Weber-DAcunto-Gorodnichenko-Coibion, DAcunto-Weber, Handbook of Economic Expectations)

• large heterogeneity (disagreement) ̸= RE “communism”⇒ Pi(p′)

3. (Some) consistency between beliefs and model reality
• P “not too far” from objective price dist’n ||P(p′)− Pobj(p′)|| < ε
• fixed point problem, expectations respond to policy (Lucas critique)
• perhaps don’t need consistency for entire P, e.g. only E[p′]? 22



Another requirement: compatibility with non-linear models
and recursive methods

• Existing non-RE literature: mostly linear or linearized models

• But goal here: develop HA models with aggregate non-linearities

• ⇒ need compatibility with non-linear models

• Similarly, need compatibility with recursive methods (Bellman equations)

• Lie at heart of HA solution methods for two reasons:

1. micro non-linearities like borrowing constraints
2. state space⇒ solve one optimization problem rather than millions

23



Some promising directions
• Temporary equilibrium and internal rationality (but only intermediate step)

Hicks, Grandmont, Woodford, Piazzesi-Schneider, Adam-Marcet

• Survey expectations and hypothetical vignettes
Manski, Malmendier-Nagel, Coibion-Gorodnichenko, Haaland-Roth-Wohlfart, ...

• Least-squares learning and restricted perceptions equilibrium
Bray, Marcet-Sargent, Woodford, Evans-Honkapohja,...

• Reinforcement learning ( ̸= deep learning)
“optimal control of incompletely-known Markov decision processes” (Sutton-Barto)

• Big world hypothesis
“agent magnitudes smaller than environment, cannot perceive state of world and action values” (Javed-Sutton)

• Heuristics and simple models
Tversky-Kahnemann, Molavi,...

• ...
All of these: interesting in RA models but potentially larger payoff in HA models

24



Muth (1961) “Rational Expectations and the Theory of Price Movements”
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 than the theory.

 It does not assert that the scratch work of entrepreneurs resembles the
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 For purposes of analysis, we shall use a specialized form of the hypothesis.

 In particular, we assume:

 1. The random disturbances are normally distributed.

 2. Certainty equivalents exist for the variables to be predicted.

 3. The equations of the system, including the expectations formulas, are

 linear.

 These assumptions are not quite so strong as may appear at first because

 any one of them virtually implies the other two.4

 3. PRICE FLUCTUATIONS IN AN ISOLATED MARKET

 We can best explain what the hypothesis is all about by starting the

 analysis in a rather simple setting: short-period price variations in an isolated

 market with a fixed production lag of a commodity which cannot be stored.5
 The market equations take the form

 Ct -AfiPt (Demand),

 (3. 1) P=t -yIP + ut, (Supply),

 Pt Ct (Market equilibrium),

 where: Pt represents the number of units produced in a period lasting as
 long as the production lag,

 Ct is the amount consumed,

 Pt is the market price in the tth period,
 pe is the market price expected to prevail during the tth period on the

 basis of information available through the (t -1)'st period,

 ut is an error term-representing, say, variations in yields due to weather.

 All the variables used are deviations from equilibrisui3 values.

 4 As long as the variates have a finite variance, a linear regression function exists

 if and only if the variates are normally distributed. (See Allen [2] and Ferguson [12].)
 The certainty-equivalence property follows from the linearity of the derivative of the

 appropriate quadratic profit or utility function. (See Simon [28] and Theil [32].)
 5 It is possible to allow both short- and long-run supply relations on the basis of

 dynamic costs. (See Holt et al. [17, esp. Chapters 2-4, 19]). More difficult are the supply
 effects of changes in the number of firms. The relevance of the cost effects has been

 emphasized by Buchanan [7] and Akerman [1]. To include them at this point would,
 however, take us away from the main objective of the paper.
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Least-squares learning in Muth 1961

• Producers estimate pet+1 = Êt [pt+1] from past data on p1, ..., pt

• Simplest case: no serial correlation, no underlying state variable

• General case: serial correlation ut+1 = ρut + εt , perceived law of motion

pt+1 = θ0 + θ1ut + εt+1, ut = state variable, εt = i.i.d
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Least-squares learning in Muth 1961

• Producers estimate pet+1 = Êt [pt+1] from past data on p1, ..., pt

• Simplest case: no serial correlation, no underlying state variable

• Natural approach: estimate pet as mean of past observations

p̂et =
1

t

t∑
s=1

ps

• Recursive implementation

p̂et+1 = p̂
e
t +
1

t
[pt − p̂et ]

• Converges to rational expectations as t →∞ (Marcet-Sargent,...)
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• Simplest case: no serial correlation, no underlying state variable

• General case: serial correlation ut+1 = ρut + εt , perceived law of motion

pt+1 = θ0 + θ1ut + εt+1, ut = state variable, εt = i.i.d
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Least-squares learning in Muth 1961

• Producers estimate pet+1 = Êt [pt+1] from past data on p1, ..., pt

• Simplest case: no serial correlation, no underlying state variable

• General case: serial correlation ut+1 = ρut + εt , perceived law of motion

pt+1 = x
T
t+1θ + εt+1, xt+1 =

[
1

ut

]
, θ =

[
θ0
θ1

]
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Least-squares learning in Muth 1961

• Producers estimate pet+1 = Êt [pt+1] from past data on p1, ..., pt

• Simplest case: no serial correlation, no underlying state variable

• General case: serial correlation ut+1 = ρut + εt , perceived law of motion

pt+1 = x
T
t+1θ + εt+1, xt+1 =

[
1

ut

]
, θ =

[
θ0
θ1

]
• Estimate Êt [pt+1] by least squares (simplest case: intercept θ0 only)

θ̂t =

[
t∑
s=1

xsx
T
s

]−1 [ t∑
s=1

xsps

]

• Recursive least squares: compute θ̂t+1 from θ̂t and new data (pt , xt)
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Least-squares learning in Muth 1961

• General case: serial correlation ut+1 = ρut + εt , perceived law of motion

pt+1 = x
T
t+1θ + εt+1, xt+1 =

[
1

ut

]
, θ =

[
θ0
θ1

]
• Recursive least squares: compute θ̂t+1 from θ̂t and new data (pt , xt)

• Marcet-Sargent: special case of stochastic approximation

NewEstimate← OldEstimate+ StepSize [Target− OldEstimate]

• Stochastic approximation literature⇒ convergence results

• Connection to Krusell-Smith/DenHaan

• Jacobson (2025) “Beliefs, Aggregate Risk, and the U.S. Housing Boom”
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Another stochastic approximation method: Reinforcement learningReinforcement Learning – see Sutton-Barto for great intro
• Another stochastic approximation method: reinforcement learning

Playing Atari with Deep Reinforcement Learning

Volodymyr Mnih Koray Kavukcuoglu David Silver Alex Graves Ioannis Antonoglou

Daan Wierstra Martin Riedmiller

DeepMind Technologies

{vlad,koray,david,alex.graves,ioannis,daan,martin.riedmiller} @ deepmind.com

Abstract

We present the first deep learning model to successfully learn control policies di-
rectly from high-dimensional sensory input using reinforcement learning. The
model is a convolutional neural network, trained with a variant of Q-learning,
whose input is raw pixels and whose output is a value function estimating future
rewards. We apply our method to seven Atari 2600 games from the Arcade Learn-
ing Environment, with no adjustment of the architecture or learning algorithm. We
find that it outperforms all previous approaches on six of the games and surpasses
a human expert on three of them.

1 Introduction

Learning to control agents directly from high-dimensional sensory inputs like vision and speech is
one of the long-standing challenges of reinforcement learning (RL). Most successful RL applica-
tions that operate on these domains have relied on hand-crafted features combined with linear value
functions or policy representations. Clearly, the performance of such systems heavily relies on the
quality of the feature representation.

Recent advances in deep learning have made it possible to extract high-level features from raw sen-
sory data, leading to breakthroughs in computer vision [11, 22, 16] and speech recognition [6, 7].
These methods utilise a range of neural network architectures, including convolutional networks,
multilayer perceptrons, restricted Boltzmann machines and recurrent neural networks, and have ex-
ploited both supervised and unsupervised learning. It seems natural to ask whether similar tech-
niques could also be beneficial for RL with sensory data.

However reinforcement learning presents several challenges from a deep learning perspective.
Firstly, most successful deep learning applications to date have required large amounts of hand-
labelled training data. RL algorithms, on the other hand, must be able to learn from a scalar reward
signal that is frequently sparse, noisy and delayed. The delay between actions and resulting rewards,
which can be thousands of timesteps long, seems particularly daunting when compared to the direct
association between inputs and targets found in supervised learning. Another issue is that most deep
learning algorithms assume the data samples to be independent, while in reinforcement learning one
typically encounters sequences of highly correlated states. Furthermore, in RL the data distribu-
tion changes as the algorithm learns new behaviours, which can be problematic for deep learning
methods that assume a fixed underlying distribution.

This paper demonstrates that a convolutional neural network can overcome these challenges to learn
successful control policies from raw video data in complex RL environments. The network is
trained with a variant of the Q-learning [26] algorithm, with stochastic gradient descent to update
the weights. To alleviate the problems of correlated data and non-stationary distributions, we use

1

Figure 1: Screen shots from five Atari 2600 Games: (Left-to-right) Pong, Breakout, Space Invaders,
Seaquest, Beam Rider

an experience replay mechanism [13] which randomly samples previous transitions, and thereby
smooths the training distribution over many past behaviors.

We apply our approach to a range of Atari 2600 games implemented in The Arcade Learning Envi-
ronment (ALE) [3]. Atari 2600 is a challenging RL testbed that presents agents with a high dimen-
sional visual input (210 × 160 RGB video at 60Hz) and a diverse and interesting set of tasks that
were designed to be difficult for humans players. Our goal is to create a single neural network agent
that is able to successfully learn to play as many of the games as possible. The network was not pro-
vided with any game-specific information or hand-designed visual features, and was not privy to the
internal state of the emulator; it learned from nothing but the video input, the reward and terminal
signals, and the set of possible actions—just as a human player would. Furthermore the network ar-
chitecture and all hyperparameters used for training were kept constant across the games. So far the
network has outperformed all previous RL algorithms on six of the seven games we have attempted
and surpassed an expert human player on three of them. Figure 1 provides sample screenshots from
five of the games used for training.

2 Background

We consider tasks in which an agent interacts with an environment E , in this case the Atari emulator,
in a sequence of actions, observations and rewards. At each time-step the agent selects an action
at from the set of legal game actions, A = {1, . . . ,K}. The action is passed to the emulator and
modifies its internal state and the game score. In general E may be stochastic. The emulator’s
internal state is not observed by the agent; instead it observes an image xt ∈ Rd from the emulator,
which is a vector of raw pixel values representing the current screen. In addition it receives a reward
rt representing the change in game score. Note that in general the game score may depend on the
whole prior sequence of actions and observations; feedback about an action may only be received
after many thousands of time-steps have elapsed.

Since the agent only observes images of the current screen, the task is partially observed and many
emulator states are perceptually aliased, i.e. it is impossible to fully understand the current situation
from only the current screen xt. We therefore consider sequences of actions and observations, st =
x1, a1, x2, ..., at−1, xt, and learn game strategies that depend upon these sequences. All sequences
in the emulator are assumed to terminate in a finite number of time-steps. This formalism gives
rise to a large but finite Markov decision process (MDP) in which each sequence is a distinct state.
As a result, we can apply standard reinforcement learning methods for MDPs, simply by using the
complete sequence st as the state representation at time t.

The goal of the agent is to interact with the emulator by selecting actions in a way that maximises
future rewards. We make the standard assumption that future rewards are discounted by a factor of
γ per time-step, and define the future discounted return at time t as Rt =

∑T
t′=t γ

t′−trt′ , where T
is the time-step at which the game terminates. We define the optimal action-value function Q∗(s, a)
as the maximum expected return achievable by following any strategy, after seeing some sequence
s and then taking some action a, Q∗(s, a) = maxπ E [Rt|st = s, at = a, π], where π is a policy
mapping sequences to actions (or distributions over actions).

The optimal action-value function obeys an important identity known as the Bellman equation. This
is based on the following intuition: if the optimal value Q∗(s′, a′) of the sequence s′ at the next
time-step was known for all possible actions a′, then the optimal strategy is to select the action a′

2
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RL: learning value functions of incompletely-known Markov decision processes

• See Sutton-Barto textbook for great introduction
• Interesting feature: learning can be completely “model-free”

162 Chapter 8: Planning and Learning with Tabular Methods

in the near future. If decision making and model learning are both computation-intensive
processes, then the available computational resources may need to be divided between
them. To begin exploring these issues, in this section we present Dyna-Q, a simple
architecture integrating the major functions needed in an online planning agent. Each
function appears in Dyna-Q in a simple, almost trivial, form. In subsequent sections we
elaborate some of the alternate ways of achieving each function and the trade-o↵s between
them. For now, we seek merely to illustrate the ideas and stimulate your intuition.

Within a planning agent, there are at least two roles for real experience: it can be
used to improve the model (to make it more accurately match the real environment)
and it can be used to directly improve the value function and policy using the kinds of

planning

value/policy

experiencemodel

model
learning

acting

direct
RL

reinforcement learning methods we have discussed
in previous chapters. The former we call model-
learning , and the latter we call direct reinforcement
learning (direct RL). The possible relationships
between experience, model, values, and policy are
summarized in the diagram to the right. Each ar-
row shows a relationship of influence and presumed
improvement. Note how experience can improve
value functions and policies either directly or in-
directly via the model. It is the latter, which is
sometimes called indirect reinforcement learning,
that is involved in planning.

Both direct and indirect methods have advantages and disadvantages. Indirect methods
often make fuller use of a limited amount of experience and thus achieve a better policy
with fewer environmental interactions. On the other hand, direct methods are much
simpler and are not a↵ected by biases in the design of the model. Some have argued
that indirect methods are always superior to direct ones, while others have argued that
direct methods are responsible for most human and animal learning. Related debates
in psychology and artificial intelligence concern the relative importance of cognition as
opposed to trial-and-error learning, and of deliberative planning as opposed to reactive
decision making (see Chapter 14 for discussion of some of these issues from the perspective
of psychology). Our view is that the contrast between the alternatives in all these debates
has been exaggerated, that more insight can be gained by recognizing the similarities
between these two sides than by opposing them. For example, in this book we have
emphasized the deep similarities between dynamic programming and temporal-di↵erence
methods, even though one was designed for planning and the other for model-free learning.

Dyna-Q includes all of the processes shown in the diagram above—planning, acting,
model-learning, and direct RL—all occurring continually. The planning method is the
random-sample one-step tabular Q-planning method on page 161. The direct RL method
is one-step tabular Q-learning. The model-learning method is also table-based and assumes
the environment is deterministic. After each transition St, At ! Rt+1, St+1, the model
records in its table entry for St, At the prediction that Rt+1, St+1 will deterministically
follow. Thus, if the model is queried with a state–action pair that has been experienced
before, it simply returns the last-observed next state and next reward as its prediction.

• Temporal difference learning (= stochastic approximation method)
V (St)← V (St) + α[Rt + βV (St+1)︸ ︷︷ ︸

Target

−V (St)]

• Temporal difference learning about equilibrium prices?
• Perhaps with behavioral twist so don’t just converge to RE 29



Summary: the trouble with RE in het. agent models

• Too much intellectual and computational horsepower solving unrealistically
complex problem⇒ we should drop RE about equilibrium prices

• Open question: what should replace RE?

• ... how discipline P(p′| · ) to compute price expectations Ẽ[V (x ′, p′)| · ]?

• Spelled out three criteria for P

• Discussed some promising directions
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Thanks!


