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STATIONARY MONETARY EQUILIBRIUM WITH 
A CONTINUUM OF INDEPENDENTLY 
FLUCTUATING CONSUMERS* 
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Co-...les Fou11dar1011, Yale U11wers1tv, New Haren, CT. USA 

1. Introduction 

In this paper, I develop the theme that in the short run consumers may be 
expected to act as if their marginal utilities of money were constant. This idea 
was expressed in a previous paper [Bewley (1977)] in terms of a model with one 
consumer. Here, a general equilibnum model is used. The model 1s of a pure 
exchange economy with immortal consumers who hold money in order to 
offset fluctuations in their endowments and utility functions. It is also assumed 
that there is a continuum of consumers and that the fluctuations in their 
utilities and endowments are independent. These assumptions are made so that 
in the aggregate their fluctuations offset each other and equilibrium pnces need 
not fluctuate. The constancy of prices greatly simplifies the analysis. The main 
theorem is that if the rate at which a consumer discounts future utility 1s 
allowed to go to zero, his marginal utility of money becomes nearly constant. 
Making the pure rate of time preference small corresponds roughly to speeding 
up the exogenous random fluctuations. 

There are technical difficulties associated with a continuum of independently 
fluctuatmg random variables. Let xa, a E [O, l], be such a family of random 
variables. A typical realization of iliese variables is not a measurable function 
of a [see Judd (1985)], so that one wonders how to define the integralf 0

1xada. 
This paper is closely related to several in the literature. The model 1s similar 

to that of Lucas (1980), though he includes a Clower constraint, which 1s not 
present here. Continua of independent random variables have been used by 
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Lucas and Prescott (1974) and Lucas (1975, 1980). Many papers have discussed 
consumer behavior when the time horizon is distant and the rate of time 
preference small. These mclude Yaari (1976), Schechtman (1976) and 
Schechtman and Escudero (1977). Many of the mathematical techniques used 
here have been borrowed from the last two papers. 

2. The model 

2.1. The exogenous stochastzc processes 

Each consumer is influenced by an exogenous stochastic process. The 
processes of the vanous consumers are mutually independent, but are all 
copies of a single stochastic process {s1 }~_ 00 • That is, all the exogenous 
processes have the same distribution as {st}, even th~ugh they are indepen­
dent. 

The process {st} is a stationary Markov chain on a finite set S. I assume 
that the process { s1 } has a unique stationary distribution. The st are distrib­
uted according to this distribution. Elements of S are denoted by s and are 
referred to as states of the environment. 

The sample space of the process { s1 } is ~ = {( ... , s _ 1, s0 , si, ... )Is, E S, 
for all t}. Elements of ~ are denoted by ~ and are referred to as states of the 
world. s, is the tth component of~- The measurable subsets of~ are noted by 
!/, and P denotes the probability on !/. !/ is the smallest complete a-field 
such that all the random variables st are measurable with respect to !/. g; 
denotes the smallest complete a-field with respect to which the random 
variables sn, n ~ t, are measurable. g; is contained in !/. 

An event A E !/ is said to occur almost surely or for almost every ~ if 
P(A) = l. 

a: ~ -+ ~ denotes the shift operator defined by the formula (a~), = st+ 1, for 
all t. 

2.2. The space of consumer characteristics 

There are L commodities, where L is a posmve integer. RL denotes 
L-dimensional Euclidean space and RI_;.= { x E RLlxk ~ 0, for all k }. R1;. 1s 
the consumption possibility set of each consumer. 

The characteristics of a consumer are defined by ( u, w, p ). u: R1;. x S -+ 

( - oo, oo) is the utility function, w: S -+ R 1;. describes the endowment. and 
p > 0 is the pure rate of time preference. If the state of the environment is s I at 
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time t, then the consumer's endowment at that time is w(s,) and his utility for 
a bundle x E Ri is u(x, s,). p is the interest rate at which future ut1ltty 1s 
discounted. 

11/f = { u: Rix S-+ RI for each s, u( ·, s): R1;.-+ R is continuously differen­
tiable} 1s the set of possible utility functions. Each w may be thought of as 
belonging to R il 5 ~ where ISi denotes the cardinality of S. 11/f x R:15 1 x (0, oc) 1s 
the space of consumer characteristics ( u, w, p ). 

I give 11/f the topology of uniform <(71-convergence on compacts. That 1s. 
limn_ocun = u if and only if for each r > 0, limn_ocu,,(x, s) = u(x. s) and 
limn_ocau,,(x, s)/axk = au(x, s)/axk, uniformly for l!Xlj ~ r, SES and 
k = 1, ... , L. 

2. 3. The. economy 

An economy is defined by a measurable function ( u, w, p): [ 0, 1 J -> 

11/f x R1;_151 x (0, oo ). (u
0

, w
0

, Pa) denotes the value of this function at a E [O, 1]. 
When I say that ( u, w, p) is measurable, I mean that there is a sequence 
of simple functions, (u", w", i,n): [O, I]-+ 11/f X R:151 X(O, oo) such that 
limn_ 00 (uZ, wZ, PZ) = (ua, wa, Pa), for almost every a E [O, I]. A function 1s 
simple if it takes on only finitely many values. 

Each agent a E [O, I] observes sat E S. The stochastic processes { sa, };'°= _ x• 

for a E [O, I], are mutually independent and are identically distributed accord­
ing to P. 

2.4. Programs 

A consumption program for a single consumer is of the form -z = 
(x 0 , x1, ... ), where x

1
: ~-+Riis measurable with respect to se;. for all t. It 1s 

Stationary if x,(n = Xo(0'1~) almost Surely, for all t. 
An initial endowment function w: !/-> Ri determines a stationary program 

'& = ( w0 , w1, ... ), where w,(~) = w(s,), for all t. 

2.5. Al/ocatwns 

An allocation for the economy is a set of stationary consumption programs 
indexed by a E [O, I], call it (-za)ae(O.IJ· We require that Exao be a measurable 
funct10n of a, where Exao = fxa 0 (~)P(d~:). 

The t~tal consumption associated with the allocation (-za)ue[O.IJ is defined 
to be Jo Exao da. 

An allocat10n is feasible if f0
1Ex 00 da = f0

1Ew0(s 0 ) da. 
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2.6. Demand 

-
A price vector is an element of int..1L-l = {p E R~1Ez=1P~ = 1 and 

pk > O. for all k }. I now define the stationary demand associated with a price 
vector p and a fixed set of consumer characteristics ( u, w. p ). 

The consumer uses money. His initial balances at the beginning of penod 
zero are described by the function M _ 1: ~-+ [O, oo). M _ 1 is measurable with 
respect to 9'_ 1. His money balance at the end of period t when he follows 
program ~ is denoted by 

I 

m,(p, ~' M_1,t) = M_1(t) +LP· (w(sn) - x,,(t)} . 
.. -o 

The budget set of the consumer is 

/3( p, M _ 1) = { ~I~ is a consumption program and 

m 1 ( p. x, M _1, t) ~ 0 almost surely, for all t}. (1) 

The consumer's problem is 

max { E f: ( 1 + p ) -
1 
u ( x 1 ( t ) , s 1 ) I~ E /3 ( p. M _ 1 ) } • 

1-0 

(2) 

~( p. M _ 1) denotes the set of solutions to this problem. When a solution exists. 
it is unique. 

If the initial money balance function, M _ 1. is chosen correctly. then the 
program ~( p, M _ 1) is stationary. The initial balance function. M _ 1• is itself 
called stationary if it gives rise to a stationary demand. ~( p. M _ 1). M _ 1 is 
stationary if and only if M _ 1 (at) = m 0 ( p. ~- M _ 1. t) almost surely. where 
·! = ~( p. M _1). Under the conditions assumed in this paper. there exists a 
unique stationary distribution of money corresponding to each price vector p, 
call it M _ 1 ( p ). ~( p) = ~( p. M _ 1 ( p)) is the stationary demand determined 
by p. 

~ a ( p) and Ma. _ 1 ( p) denote, respectively, the stationary demand and initial 
balances of consumer a E [O. l J, where consumer a has characteristics 
( ua, w,,, Pa). 

::. 7. Equi/1brium 

A stationary equilibrium is defined by ( p, ~"),, e 10. 11 ). where p is a price 
vector, (~a) is a feasible allocation and ~" = t( p ), for all a. 
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2.8. The supply of money 

The aggregate money balance determined by a stationary equilibrium 
(p,(xa)ae[o.11) is fo1EMa.-1(P)da. 

2. 9. The marginal ullhty of money 

Associated with any optimal program, there is a marginal utility of money 
function. Let Aa0 (p): ~-+ (0, oo) be the marginal utility of money for 
consumer a E (0, l] at time zero when he uses the stationary optimal program 
~a( p) and has the stationary initial balance M0 • _ 1 ( p ). Aao( p. ! ) 1s his 
marginal utility of money at time zero when the state of the world is !· His 
marginal utility of money at time t is >i.00 ( p, ar! ). 

I prove that if the consumer's rate of time preference is sufficiently small. 
then A ao( p, s0 ) is nearly constant. It is in fact nearly equal to a constant 
A

0
""( p) defined as follows. For each A> 0, there exists a unique vector 

x e Ri such that aua(x, s)/axk;;;; APJ.., for all k, with equality if x~ > 0. 
Denote this vector by Ga< p, A, s ). There 1s also a unique value of A such that 
Ep · G0 (p, A, s0 ) = Ep · w(s 0 ). This value of A is denoted A0 x.(p). 

3. Assumptions 

We here list the assumptions made. Some have already been mentioned. 

Assumption 1. { sr} is a Markov chain with stationary transit10n probabilities 
and with state space S. 

Assumption 2. The process { sr} is ergodic and is distributed according to its 
unique stationary distribution. 

Assumption 3. For each a E (0, l], {s
0
r}~"" has the same probability distri­

bution and state space as does { s,}. 

Assumption 4. The random variables !a= ( ... , sa. _ 1, Sao• Sal• ... ), 0;;;; a 
;;;; 1. are mutually independent. 

Assumption 5. ( u, w, p ): (0, 1] -+ ~ X RilSI X (0, oo) is measurable, and maps 
into U x W x (p 1, p2 ], where U and Ware compact and O < p1 < p2 < oo. 
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Assumption 6. For all u E U and s, u( ·, s): Ri-+ R is strictly concave and 
monotonic. By monotonic, I mean that au(x, s)/ax1,. > 0, for all x and k. 

Assumption 7. limxk -~au(x, s)/axk = 0, uniformly in X, k, s and u e u. 

Assumption 8. For all w E W, wk(s) > 0, for all k and s. 

The next assumption says that there is a uniformly worst state ~-

Assumption 9. There is ~ e S such that for all u e U, au(x, s)/axJ.. ~ 
au(x, ~)/auk, for all x, k ands. Also, for all we W, wk(~)< wJ..(s), for all 
s * ~ and for all k. Also, Prob [s 1 = ~ls0 = s] > 0, for alls ES. 

4. Theorems 

I assume that Assumptions 1-9 all apply. 
The first theorem generalizes theorem 3.4 in Schechtman and Escudero 

(1977). It is also similar to proposition 4 in Lucas (1980). These authors assume 
that the s, are independent and identically distributed. 

Theorem 1. Corresponding 10 each p E int ..:iL-I and ( u, w, p) E U X W X 

(0, oo ), there exists a unique stationary demand ~( p) and stationary m1t1al 
balance function M _ 1( p). 

Theorem 2. There exists a stationary equ1bbrtum. 

The next theorem says that if a consumer has a low rate of time preference. 
then his stationary money balances will be large. 

Theorem 3. For every M > 0 and E > 0, there 1s a p > 0 which depends on~v 
on U and Wand 1s such that for every a if Pa~ p~ then Prob[Mu. _ 1( p, ~) 
~ M] < E, where p IS the stationary eqwilbrtum pnce i·ector. 

The next corollary says that the aggregate or average money supply goes to 
infinity as the rates of time preference of all consumers go to zero. One could 
normalize prices so that the equilibrium money supply would equal some 
constant. Then, Theorem 3 would imply that prices go to zero as consumers' 
rates of time preference go to zero. 
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Corollary 1. For every M > 0, there exists p > 0 such that f0
1EMa( p) da ~ M 

1/ p2 ~ !!· where p2 is as in Assumptwn 7. -

In Bewley (1977), constancy of the marginal uttlity of money was referred to 
as the permanent income hypothesis. The last theorem says that a consumer 
satisfies the permanent income hypothesis approximately if lus pure rate of 
time preference is small. 

Theorem 4. For every e·> O. there exists f) > 0 which depends only on U and 
Wand IS such that for every a, if Pa~ p, then Prob[IAao(P, ~) - Aax<P)I > e] 
< £, where p is the statwnary equilibrium price vector. 

5. Preliminary results 

For the moment, ( u, w, p) denotes a fixed element of U x W x (0. oc ). 
where U and Ware as in Assumption 5. Similarly, p 1s a fixed element of 
int ..1L- 1. I now study the problem 

max{E}: (1 + p)-'u(x 1(~),sr)1-! E /3(p, M)}. 
t+O 

(3) 

where /3( p, M) is as in definition (l), p E int ..:lL-I and M is a positive 
number. 

I now state a series of assertions which I do not prove. The proofs are 
contained in Bewley (1977) or are obtained by slight modifications of proofs 
contained in Schechtman and Escudero (1977). 

Problem (3) has a solution, call it -!(M) = (x0 (M), x1(M) .... ). 
The solution is unique up to sets of probability zero. ( 4} 

Define V(M, s), for s ES, by V(M, s) = E[E: 0 (1 + p)- 1
u(x 1(M. ~). s1 )I 

s0 = s]. 

For each s ES, V(M, s) is a continuously differentiable 
function of M. (5) 

Let A(M. s) = (d/dM)V(M. s). A(M. s) is the marginal utility of money. 

For each s E S, A( M, s) is a continuous, positive and strictly 
decreasing function of M. ( 6} 
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In the optimal program ,!(M) = (x 0 (M), x 1(M), ... ), the random variable 
x 0 (M,~) depends only on s0 • Define g: [0,oc) x S-+ R1:;. by g(M,s 0 ) = 
xo( M, t). 

au( g( M, s ), s }/ax1c ~ ')...( M, s )p(, for all k ands, 
with equality if gk( M, s) > 0. 

Let M0(M, ~) = M + p · (w(s 0 ) - g(M, s0 )). 

')...(M,s) ~ (1 + p)- 1E[')...(M0 (M,~),si)js 0 =s], 
with equality if M0 ( M, ~) > 0. 

For all s E S, p · g( M, s) is a continuous, 
non-decreasing function of M. 

For alls ES, M - p · g(M, s) is a contmuous, 
non-decreasing function of M. 

This implies that M0 ( M, ~) is a non-decreasing function of M. 

(7) 

(8) 

(9) 

(10) 

Now let the initial holdings of money be a random variable, M _ 1: J: -+ 
[O, oo ), and consider the problem 

max {E f: (1 + p )-
1
u(x 1 (~). sJI-! E /3( p, M _1)}. 

1=0 

(11) 

The function g defined above generates a solution to this problem. Define 
M,( M, l ), for t = -1, 0, 1, ... , by induction on t as follows. 

Let 
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~ is the program generated by g. and M, ( M _ 1• ! ) is the consumer· s money 
balance at the end of period t. 

x solves problem (11). The solution is unique up to 
sets of probability zero. (12} 

We now define some useful functions. For ;\ > 0 and s E S. let G ( ;\. s) be 
the unique vector x E R1:;. such that au(x. s)/ax~ ~ ;\p~, for all k. with 
equality if x~ > 0. By Assumption 7, G(;\, s) is well-defined for all ;\ > 0. 
Given w > 0, let A(w, s) be the Lagrange multiplier associated with the 
problem max { u(x, s)IP · x ~ w}. Let A(O, s) = lim,. _ 0.1(w. s). I state the 
following facts without proof. 

G(;\, s) is a continuous function of;\, for alls. Also, p · G(;\, s) 
is decreasing in ;\, for ;\ such that p · G ( ;\, s) > 0. Finally. 
lim>.-oP · G(;\, s) = oo, and p · G(;\, s) = O. for;\ 
sufficiently large. ( 13) 

;\ ( w, s) is a continuous. strictly decreasing function of w. 
for all s . A ( p · G ( ;\ . s ) • s ) = ;\. (14) 

g ( M, s) = G ( ;\ ( M. s). s) and ;\ ( M. s) = A ( p · g ( M. s). s). 

It follows easily from (13) that there 1s a unique value of ;\, call it ;\:x:· such 
that 

Ep · G(;\:x:· s0 ) = Ep · w(s 0 ). (15) 

Now think of u. w. p and p as variables. ;\( u, w. p. p. M. s ). 
g(u.w,p.p.M.s). M,(u.w.p.p.M.s). G(u,p,;\,s). ;\(u,p.w,s). and 
;\ x ( u. w. p) denote the functions defined before with the above variables made 
exphc1t. 

Let 

_ ( au(O. s) } 
;\ = max\ ax~ lu E U. s E Sand k = l, ... , L . 

X exists and 1s finite. smce U is compact and each u in U is strictly monotone. 
It should be clear that 

- l ;\( u. w. p. p. M. s) ~ ;\ maxkpi" . (16) 
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6. Some lemmas 

The following lemmas give control over the money holdings of consumers. 
The first lemma states that the stationary money holdings of consumers are 
umformly bounded. In what follows, ..1~ - t = { p E int ,1L- tip k ~ 8, for 
all k }. 

Lemma 1. For each 8 > 0, there exists a continuous, 11011-mcreasmgfunction of 
p, M(p, 8), such that p · g(u, p, w, p, M, s) > p · w(s), whenever M ~ 
M(p, 8), for all (u, w, p, s) E U x W x ..1~-1 x S. 

Since p · g(u, w, p, p, M, s) is a non-decreasing function of M, statement 
(9) implies that M0(u. w. p. p. M2• S) ~ M0 (u. w. p, p, M1• s) + M~ - M1, 

whenever M2 < M1• Hence, Lemma 1 implies that 

M0 ( u, w, p, p, M, s) ~ M(p, 8), whenever M ~ M(p, 8), 
for all (u, w, p, s) Eu X w X ..11;,-1 X s. (17) 

That is, M ( p, 8) is an effective upper bound on stationary money balances. 

Lemma 1 generalizes theorem 3.3 in Schechtman and Escudero (1977). 

Proof of Lemma 1. First of all, I introduce some bounds. Each of the bounds 
(18)-(21) below applies for all p > 0. M ~ 0 and for all (u. w. p. s) E U x W 
X ,1~- t X S. By (16), 

')...(u,w,p,p,M,s) ~8-rX. 

The compactness of W implies: 

There exists w such that p · w ( s) ~ w. 

The compactness of U implies: 

There exists~ > 0 such that ')...( u. w. p. p. M. s) ~ ~. 
whenever p · g(u, w, p, p, M, s) ~ w. 

Assumption 7 implies: 

There exists w ~ w sucn that p · g( u. w. p. p. M. s) ~ w. 

(18) 

(19) 

(20) 

whenever A(u, w, p, p. M, s) ~ ~- (21) 
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Let N(p, 8) be the smallest positive integer n such that (1 + p)"~ ~ 8-rx 
+ 1. Let M( p, 8) be any continuous, non-increasing function of p such that 
M(p, 8) > (N(p, o) + l)w, for all p > 0. 

I now prove that M(p, 8) is as in the lemma. Suppose that M(p, 8) did not 
satisfy the conditions of the lemma. Then. for some{) > 0, some M ~ M< {). 8) 
and some (u, w, p, s0 ) E U x W x ..1~-1 x !/, 

p. g(u, w, P, p, M, so) ~p. wUo). (22) 

Since u, w, p and p are now fixed, I drop them from the variables of the 
functions g, ;\ and M 1• I prove the following: 

There exist s1, ••• , sN<p.B)+t• such that fort= 0, 1. ... , N(p, 8) + 1. 
;\(M 1 _ 1(M, [), s1 ) ~ (1 + p)'~ and M,_ 1(M, [) ~ M - tw. 
whenever t is such that sn = sn, for O ~ n ~ t. (23) 

This statement implies that inequality (22) is impossible. For the statement 
implies that th~re exists t such that ;\(MN<p.B>(M, ~). s,.,,-<P,8>.,.1) ~ 
(1 + p)N<p.S)~ >;\,which contradicts inequality (18). Thus, (23) implies the 
lemma. 

Statement (23) is proved by induction oft. By (19) and (22). p · g( M. s0 ) ~ 

p · w(s 0 );;; w, so that by (20), ;\(M, s0 ) ~ ~. Since w ~ ~' it follows that 
M 0( M, s0 ) ~ M - w. This proves (23) for t = 0. Suppose that s0 , s 1 •... , sr 
have been defined and satisfy the two inequalities of (23) for O ~ t ~ T ~ 
N(p, 8). If~ is such thats,.= sn, for O ~ n ~ T, then ;\(Mr_ 1(M, [),Sr)~ 
(1 + p)r~ ~~.so that by (21), p · g(Mr_ 1(M, [), sr) ~wand Mr(M, [) ~ 
Mr_ 1(M, [) - w ~ M - (T + l)w. Since M - (T + l)w ~ M(p, 8) - (T + 
l)w > 0. it follows from inequality (8) that if i is such that s,, = s,,, for 
0 5 n 5 T, then Ar(Mr_ 1(M, [), sr) = (1 + p)- 1E[;\(Mr(M, ~). sr+ 1)ls,, = 
s,,. for O ~ n ~ T]. Therefore, there exists Sr+ 1 E S such that 
;\(Mr( M, [), Sr+ 1) ~ (1 + p);\(Mr_ 1(M, ~),Sr)~ (1 + p)r+i~. whenever~ 
is such that s n = s 11, for O ~ n ~ T + l. This completes the induction step in 
the proof of (23). D 

Lemma 2. Let 8 > 0 and let~ be as m Assumptwn 9. There 1s a contmuous. 
poswve and mcreasmg functwn of p. M( p, 8 ), such that p · g( u, w, p, p, M. ~) 
= p · w(~) + M. whenever M ~ M(p. 8). for all (n. w. p. s) EU X W X 

.l 1s-1 X S. 

Proof Let M( u. w. p. p) be the unique value of M which solves the equation 
,1.(u, p. p · w(~) + M, ~) = (1 + p)- 1A(u. p, p · w(~). s), where .1 1s as in 
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14). By (14), M(u, w, p, p) > 0. It is easy to see that M(u, w, p, p) is 
continuous in u, w and p and increasing in p. Let M(p. «5) = 
min {M(u, w, p, p)l(u, w, p) EU x W x ..1~-1 }. Clearly, M(p, «5) > O and 
M( p, «5) is continuous and increasing in p. 

I claim that M(p, 8) is as in the lemma. Let (u, w, p) E U x W x ..1~-1. 

Assumption 9 implies that A(u, w, p, p, 0, s) ~ A(u, p, p · w<,n, ~). for 
all s. It follows that if M < M(p, «5), then A(u, w, p, p, M, ~) ~ A(u, p, 
p · w ( ~ ) + M, ~) > ( 1 + p) - 1A ( u, p, p · w ( ~ ), ~) ~ ( 1 + p ) - 1 x 
E[A(u, w, p, p, 0, s 1)1s0 = ~]. Hence, inequality (8) implies that 
M 0 (u, w, p, p, M, ~) = 0. That is, p · g(u, w, p, p, M, ~) = p · w(~) + M, if 
M < M(p,8). By continuity, the same inequality holds if M = M(p, «5). D 

7. Proof of Theorem 1 

The next lemma asserts that there exists a stationary distribution of money. 

Lemma 3. Corresponding to each ( u, w, p) E U x W x (0, oo ), and to each 
p E int ,.1L- 1, there is a stationary distribution of initial balances, 
M _ 1 ( u, w, p, p, ! ), which zs unique up to sets of probability zero. 

Proof Fix (u, w, p) and p. From now on, I drop these variables from the 
functions M 1, so that M1(M, ;!) = M,(u, w, p, p,_#, ;!). 

Choose 8 > 0 so small that p E ..1~-1 and let M(p, «5) and M(p, «5) be as in 
Lemmas 1 and 2, respectively. Let N be the smallest integer such that 
NM(p, «5) > M(p, «5). For each T ~ N; let ~T = {~ E ~I there is t such that 
- T ~ t ~ -N ands,= s,+ 1 = · · · = s,+N-l =~}.Observe that ~Tc ~T+t 
and ~T E Y_ 1, for all T. 

I now show that 

lim P(~ 7 ) = 1. 
T-oo 

(24) 

Let a= minses Prob[s 1 = ~ls0 = s]. By Assumption 9, a> 0. Since {s,} is 
Markov, P(~ 1) ~ 1 - (1 - aN)!TN-

1
1, where [r] is the largest integer less than 

or equal tor. This proves that lim 7 _
00

P(~ 7 ) = 1. 
Lemma 2 and the choice of N imply that MN_1(M, ~) = 0 if s0 = s 1 = · · · 

= sN-I = ~. provided that O ~ M ~ M. It follows that if ~ E 2 7 , then 
M 7 (M, a-T-l s) = M 7 (0, a-T-i ~). provided that M ~ M(p, «5). 
[ M 7 ( M, a - T- 1s) is the money balance of the consumer at the end of period 
minus one if he has M units at the end of period - T - 2.] Statement (17) 
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implies that Mr(O, a-T- 1!,) ~ M(p, 15), for all T. Hence, 

Assertions (24) and (25) imply that limr ..... 
00 

Mr(O, a-T- 1!,) exists, for 
almost every !.· Let M _ 1 (!,) be this limit. M _ 1 (!,) is the stationary money 
balance. In order to see that it is stationary, observe that 

Mo(M_1,!,) = Mo(T~moo MT(o,a-T-l!,),!.) 

= Tlim M 0 (Mr(O, a-T- 1!.), !_) 
-+oo 

It should be clear that M _ 1 is unique up to sets of probability zero. D 

It is now possible to prove Theorem 1. Let ( u, w, p) E U X W X (0, oo) and 
let p E int 15L-l_ Let xt(!.} = g(u, w, P, p, Mt-i(U, "'· p, p, !,), st). ~ = 
(x 0 , x 1, ... ) is a stationary program. By (12), ~ solves problem (2) with initial 
balances M_ 1(u,w,p,p,s). Thus, I may let ~(p}=~ and M_ 1(p}= 
M _ 1 ( u, w, p, p, !. ). 

8. Continuity of the stationary distribution 

In this section, I demonstrate that the stationary distribution of money is 
continuous with respect to the parameters u, w, p and p. Let M(p, 15) be as in 
Lemma 1 and let p1 and p2 be as in Assumption 7. 

Lemma 4. For each l> < 0 and s ES, g(u, w, p, p, M, s) and ;\(u, w, p, 
p, M, s) are umform/y continuous with respect to (u, w, p, p, M) on U X (p 1, p2 ] 

X W X A~-l X [0, M(p 1, 15)]. 

Proof It is easy to see that these functions are continuous. Uniform continu­
ity follows because the set U X [p1, p2] X W X Ai- 1 X [O, M(p, 15)] is com­
pact. D 

Corollary 2. For each 8 > 0, t = 0, 1, ... , and each s E ~. Mt( u, w, p, 
p, M, !. ) is umformly continuous with respect to ( u, w, p,-p, M) on U X W 
X [P1, P2] X Ai-t X [0, M(P1, 15)]. 
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Given 8 > 0, let N(8) be the smallest integer such that N(8)M(p 1, 8) > 
M(p 1, o). For each T ~ N(8), define ~r(8) as in the proof of Lemma 3. That 
1s ~ T ( o) = U E ~I there is t such that - T ~ t ~ - N ( o) and s, = s, ~ 1 = 
... = ST+N(ll)-1 = ~ }. 

Lemma 5. Let 8 > 0. For any T ~ N(8) and any t ~ T. 
M,(u, w, p, p,O, a-r- 1~) is uniformly continuous with respect to (u, w, p, p) on 
U X W X [p 1, p2 ] X A~- 1, uniformly for~ E ~r-

Proof. Note that it is appropriate to use p 1 to define N(o), since M(p, 8) 
is increasing in p and M(p, 8) is non-increasing in p. If ~ E ~T· then for 
some n such that t - T < n ~ t, Mn(u. w. p, p.O. a-c-l~) = 0 and so 
M

1
(u, w, p, p,O, a-r- 1~) = M

1
_n(u, w, p, p,0, a-c+n- 1~). Since O ~ t - n < 

T, the lemma follows from the previous corollary. D 

Let M _1(u, w, p, p, s) be the stationary initial balances defined in the 
previous section and suppose that p E A~- 1 and p ~ p1• M _1(u, w, p, p, ~) is 
defined only up to sets in ~ of probability zero. However, I can choose M _ 1 so 
that 

for ~ E ~ T ( o), for all T. (26) 

For the rest of this paper, I will assume that M _ 1 ( u, w, p, p, ~) has been 
chosen in this way. 

Corollary 3. Let 8 > 0. For each T, M _ 1 ( u, w, p, p. ~) 1s uniformly continuous 
with respect to (u, w. p, p) on U X W X (p1• pi] X A~-1, uniform(v for~ E ~T· 

Let x 0 (u.w,p,p.~)=g(u.w.p,p.M_ 1(u,w,p,p,~).s 0 ), which is the 
stationary demand of a consumer of type ( u, w, p) when prices are p. 

Corollary 4. Let 8 > 0. For each T. x 0 (u, w. p. p, ~) 1s uniformly continuous 
wuh respect to (u, w. p. p) on U x W X (p 1• p2 ] X A~- 1

• uniformly for~ E ~r· 

The last two corollaries are used to prove Theorem 2. 
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9. Proof of Theorem 2 

The next lemma defines a lower bound on equilibrium prices. 

Lemma 6. There exists 8 > 0 such that 1f p E int AL-l and Pk;;;; 8. for any k. 
then ECTf_1gk(u, w. p. p. M. s0 ) ~ 2ECTf_1wi.(s0), for all (u. w. p, M) E U 
X WX (0.oo) X (0,oo). 

Proof By Assumption 8, wk(s) > O. for all w E Wand all k and s. Since W 
1s compact. there is e > 0 such that e- 1 ~ wi.(s) ~ E, for all w E Wand all k 
ands. 

Lemma 2 implies that p · g(u, w, p. p, M, ~) ~ p · w(~) ~ E. for all 
( u. w, p, p, M) E U x W x (0, oo) x int AL-I x (0, oo). where ~ is as m 
Assumption 9. 

The compactness of U and the monotonicity of utility functions m l' 
(Assumption 6) imply that there exists 8 > 0 such that 

L 

L Xi.~ 2(Prob[so = ~1r1
Le- 1, 

l.=l 

whenever x solves the problem max { u(x. ~ )IP · x ;;;; w} for some u E U. some 
w ~ E, and some p E mt AL-I such that Pk;;;; 8, for some k. 

If Pi. ~ 8, for some k, then 

L L 

EL g,.(u. w. p, p. M, s0 ) ~ Prob[s 0 = ~] L gi.(u. w. p. p. M. ~) 
l.=1 I.= 1 

L 

~ 2Le- 1 ~ 2E L wi.(s 0 ). D 
l.=l 

Now let t,(p) = (x,, 0 (p).x,, 1(p), ... ) and M,, __ 1(p) be the stationary 
demand and m1tial balance distribution. respectively. for agent a E (0. 1] of 
charactensucs ( u,,. w,,. P,,). Let 

where 
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Si.nee Xao( p, t) = g( ua, wa, Pa, p, Ma._ 1(~ ), s0 ), it follows from the previous 
lemma that 

L 

L z"( p) > 0 if p E int.lL-l and Pk~ I>, for any k. (27) 
k=l 

Smee the program ta( p) is associated with a stationary distribution of money 
balances, it follows that Ep · xa 0 (p) - Ep · wa(s0 ) = EMao - EMa. _1 = 0, 
where Mao(~) = Ma. _ 1(a~). Hence 

p · z(p) = 0 for all p E intJL- 1• (28) 

Since (ua, "'a• Pa) E U X W X [p 1, p2], for all a, it follows from Corollary 4 
that 

z( p) is continuous on int .lL- 1. (29) 

Statements (27)-(29) are the conditions of lemma 1 of Hildenbrand (1974, 
p,. 150). This lemma asserts that there exists p E int JL - 1 such that z( p) = 0. 
p is the stationary equilibrium price vector. This proves Theorem 2. For future 
reference, I record the following: 

Any stationary equilibrium price vector, p, belongs to J~- 1, 

where I> is as in Lemma 6. I> does not depend on p1 and p2. 

JO. Proof of Theorem 3 

I prove the following lemma, where I> is as in Lemma 6: 

(30) 

Lemma 7. For every M > 0 and e > 0, there exists p > 0 and a posztwe 
integer T such that Prob [Mr(u, w, p, p, 0, ~) ~ .M] ~ 1 - e, for all 
(u', w, p, p) E U X W X (0, _e] X J~-l. 

This lemma implies the theorem, for as has just been pointed out, any 
equ1hbrium price vector belongs to J~- 1. Also, ( ua, wa) E U X W, so that 
the lemma applies to every consumer a. Finally, Ma. _ 1 ( p, a T+ 1~) = 
Mr(Ua, Wa, Pa, p, Ma, -1• ~) il:; Mr(Ua, wa, Pa, p, 0, i). Hence if Pa~ p and 
p is an equilibrium price vector, then Prob [Ma._ 1( p, ~) ~ M] = 
Prob[Ma.-i(P, aT+

1t) ~ M] i1:; Prob[Mr(u,,, "'a• Pa, p,O, t) ~ M] ~ 1 - e. 
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In order to prove Lemma 7, I make use of a program which is optimal for 
p = 0. Lemmas 5.6 and 5.10 in Bewley (1977) assert that ;\(u, w, p. p. M. s) 
and p · g(u, w, p, p, M, s) are, respectively, non-decreasing and non-increas­
ing functions of p. Since ;\(u. w, p, p, M. s) ~ X maxk p-; 1 [by (16)] and since 
p - g( u, w, p, p, M, s) ~ 0, the limits exist as p goes to zero. The existence of 
these limits implies that g( u, w, p, p, M. s) converges as p goes to zero. Let 
;\( u, w, 0, p, M, s) = limP_ 0 ;\(u, w, p, p, M, s) and g(u, w, 0, p, M. s) = 
limP_ 0g(u, w, p, p, M, s). It is easy to see that 

au 
-a (g(u, w,O, p, M, s), s) ~ ;\(u, w,O, p, M, s)pk, x,. 
for all k, with equality if gk ( u, w, 0, p, M. s) > 0. (31) 

Let M
1

( u, w, 0, p, M, ~) be the money balance at the end of penod t 
determined by the g( u, w, 0, p, ·, s) and by initial balances M, 

Lemma 8. If p' > p" ~ 0, then M,(u, w, p', p, M, ~) ~ M,(u, w, p", p, M. ~). 
for all t, u. w, p, Mand~-

Proof For brevity, I drop u, w and p from the variables of M 1• 

The proof is by induction on t. The statement is true for t = -1. since 
M _ 1(p', M, s) = M = M _ 1(p", M, s). Suppose by induction that it is true for 
t. Then. 

M1 + 1 ( p'. M. ~) = M1 ( p', M, ~ ) + p · w (st+ 1) 

-p. g(p', Mi{{i, M. ~). St+l) 

~ M 1 ( p", M, ~) + p · w ( s r ... 1) 

-p · g(p', Mi{p", M, ~). s,+i) 

~ M 1(p", M, ~) + p · w(s,+ 1) 

-p. g(p", M,(p", M, ~). St+l) 

= Mt+I(p". M. ~). 

The first inequality follows from inequality (10) and from the induction 
hypothesis. The second inequality follows from the fact that p · g( p. M. s) 1s a 
non-increasing function of p. This completes the induction step. D 
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Lemma 9. limP_ 0M 1(u, w, P, p, M, 2) = M 1(u, w,O. p. M. 2), for all t. u. w. 
p. Mand 2. 

Proof I again drop u, w and p from the variables of M 1 and proceed by 
induction on t. The statement is clearly true for t = -1, so suppose that it is 
true for t. Then, 

M,+ 1(p, M, s) - p · w(s 1+1) 

= M 1 (p, M, s) - p · g(p, M 1(p, M, i), s1+ 1) 

~ M 1(p, M, 2) - p · g(p. M,(O, M, 2), S 1+ 1). (32) 

The above inequality follows from the previous lemma and the fact that 
p · g( p, M, s) is a non-decreasing function of M [statement (9)]. By the 
induction aisumption and the definition of g(O, M, s ), 

(33) 

Inequality (32) and (33) imply that IimP_ 0M,+1(p. M, 2) ~ M1 .,. 1(0. M, 2). 
Since by the previous lemma the opposite inequality is valid, the lemma is 
proved. D 

Let Ax(u, w, p) be defined by (15). In Bewley (1977) it is proved that 

A(u, w,O, p. M, s) ~ Ax(u, w, p). 

for all values of the variables. 

I now prove that the above inequality is strict in the case of this paper. 

(34) 

Lemma JO. A(u, w.O, p, M. s) > Ax(u, w, p), for all (u. w, p, M. s) EU X 
W X int jL-l X [0. clO) XS. 

Proof Fix (u, w. p) E U X W X int ..11.-i and let Ax= Ax(u. w. p) and 
xx(s) = G(u, p, Ax, s), where G is as in (13). By the definition of Ax, 
Ep · xx(s 0 ) = Ep · w(s 0 ). Assumption 9 implies that Ep · w(s 0 ) > p · w(,n 
and that p · xxtn ~ Ep · xx(s 0 ). Therefore, p ·xx(,~) > p · w<,n. 
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Let A( M, s) = ;\(u, w, 0, p, M, s) and let M 1(M. 2) = M 1(u, w, 0. p. M. ~ ). 
Lemma 8.1 of Bewley (1977) asserts that 

(35) 

This inequality and Assumption 2 imply that in order to prove the lemma tt 
is enough to prove that 

A ( M, ~ ) > A oc , for all M ~ 0. (36) 

Let M' = inf {M ~ OIA(M, ~) = A00 } and suppose that M' < oo. Let M = 
M' + }( p · xoc(~) - p · w(,~)). Since M > M' ~nd A(M, ~) is a non-inc~eas­
ing function of M, it follows from (34) that ;\(M, ~) = Aoc. Hence. M 0(M. ~) 
= M + p · w(~) - p · x 00 (~) < M', so that A(M 0(M, ~). ~) > Aoc. This in­
equality, together with inequalities (34) and (35), implies that A(M, ~)>Ax. 
This contradiction implies that M' = oo. This proves (36) and hence the 
lemma. D 

Theorems 3.1 and 3.2 of Bewley (1977) assert that 

lim A ( u, w, 0, p, M, s ) = A oc ( u, w, p ) , 
M-x 

and 

lim A(u, w,O, p, Mi{u, w,O, p,O, ~), s1 ) = A00 (u, w, p), 
1-00 

almost surely, for all values of the variables. These facts together with the 
previous lemma imply that 

lim M 1 (u,w,O,p,0,2) = oo almost surely, 
r-x 

for all ( u' "'' p) E u X w X int ,::1L-l. (37) 

I may now prove Lemma 7. 

Proof of Lemma 7. Since U X W X .l~- 1 is compact. it is enough to show 
that for each ( u. w, p) in this set, there exist a postive integer T, a p > 0 and a 
neighborhood .Al' of (u. w, p) such that Prob[Mr(u, w. p, p.0,- 2) ~ M] ~ 
1 - e. for all (u. w, p) E .Al' and for all p ~ p. 

So. let (u. w. p) be fixed. By (37). there exists T such that 
Prob[Mr(u, w, 0. p,O, 2) ~ M + 2] ~ I - e. Mr depends on sonly through 
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s0 •••• , sr, Since there are only finitely many of these sequences. Lemma 9 
implies that there is p > 0 so small that Prob[Mr(u, w, p. p,O, ~) ~ M + I] 
~ I - e. It follows from the uniform continuity of Mr with respect to u. w 
and p ( Corollary 2) that there exists a neighborhood ..;V of ( u, w, p) such that 
Prob[Mr(u, w, p, p, 0, ~) ~ M] ~ I - e, for all (u, w, p) E ..;V. Since Mr is 
non-increasing in p (Lemma 8), Prob[Mr(u, w, p, p, 0, ~) ~ M] ~ I - e, if 
0 ;;£ p ~ p, for ( u, w, p) E ..;V. D 

11. Proof of Theorem 4 

The proof depends on the following lemma. 

Lemma 11. Let l> > 0. limM_oc;\(u, w,O, p, M, s) = ;\°"(u, w, p) uniformly 
m(u,w,p)EUX WX'1~- 1• 

Proof We here follow the proof of lemma 7.9 in Bewley (1979). It is proved 
there that ;\( u, w, 0, p, s) ;;;;:; ;\°"( u, w, p) + e + 71( u, w, p, M, s ), for all s and 
all M ~ l, where limM-oc7J(U, w, p, M, s) = 0, for alls. 

I now prove: 

If Mis sufficiently large, then 71( u, w, p, M, s) ~ e, 

for all (u, w, p, s) EU X W X A~-l XS. (38) 

Let 
T 

Nr(u, w, p, ~) = L [p · w(s1 ) - p · G(u, p, ;\oc(u, w, p) + e, sr)]. 
1-0 

where G is as in (13). Nr(u, w, p, ~) is the money balance at the end of period 
T if the consumer has no money at the beginning of period zero and if he 
keeps his marginal utility of money always equal to ;\ x ( u, w, p) + e. 

In the notation of this paper, 

71(u, w, p, M,s) = Prob [ inf Nr(u, w, p. ~)~I - Mls 0 = s]. 
Ost< oc 

The strong law of large numbers implies that 

[ 
t + I 

lim Nr(u, w, p, ~) - -
2

-

~-; p · w(s0 ) - p · G(u, p, ;\oc(u, w, p) + e, s,))] = oo, 
almost surely, for each u, w, and p. 

(39) 
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Fix ( u, w, p) E U x W x A~- 1.• By the previous equation, there exists T 
such that 

Prob [ N,(u, w, p, ~) 

t + l 
- -

2
-E( p · w(s0 ) - p · G(u, p. Ax(u, w, p) + e, s0 )) ~ 0, 

for all t > Tiso= s] > 1 - e, for all s. (40) 

Clearly, there exists M such that 

Prob[N,(u,w,p,~) ~ -M,forsomet=O,l, ... ,Tls 0 =s] =0, 

for all s. (41) 

Since p · w(s) - p · G(u. p. A""(u. y, p) + e, s) is continuous in u. w and 
p, there exists a neighborhood ..;V of (u, w, p) such that for all ( u, w. p) E %, 

and 

Prob [N1 (u, w, p, ~) ~ -M + l, 

for some t = 0, 1, ... , Tiso = s] = 0, for all s, 

IP· w(s)- p · G(u, p, A00 .(u, w, p) + e, s) - p · w(s) 

+p. G(u, p, Aoc(u, w, p) + E, s )I 
< tE[p. w(so) - p. G(u, p, Aoo(u, w, p) + E, so)]' for alls. 

[The definition of A
00 

implies that the right-hand side of (43) is positive.] 
Inequalities (40) and (43) imply that 

Prob [N,(u, w, p, ~) ~ 0, for all t >Tiso= s] > l - e, 

for all (u, w, p) E %. 

(42) 

(43) 

(44) 

Equation (42) and inequality (44) imply that 71( u, w, p, M, s) < e, for all 
( u. w. p) E ..;V and for all s. Since 71( u, w, p, M, s) is non-increasing in M 
and since U X W X A~- 1 is compact, an obvious compactness argument 
completes the proof. D 
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Recall from (30) that any equilibrium price vector belongs to .:1~-1• \\here 8 
1s as in Lemma 6. It follows that the next lemma proves Theorem 4. 

Lemma 12. For every E > 0, there exists p > 0 such that 1/ 0 < p ;;:; p. then 
Prob[l;\(u, w, p, p, M_ 1(u, w, p, p, s), s0 f- X,,,(u, w, p)I > e] < E, ?or all 
( U, W, p) E U X W X J~-l 

Proof. For the moment, assume that 

p · G(u, p, ;\
00

(u, w, p) - E, s) > 0, 

forall (u,w,p,s)euxwx.::1~- 1 xs. (45) 

Recall that p · G(u, p, ;\, s) is continuous in all its variables and is strictly 
decreasing in ;\ as long asp · G( u, p, ;\, s) > 0 [see (13)]. Therefore, inequality 
(45) implies that there exists y, such that O < y < 1. and 

p · G(u, p, ;\, s) > p · G(u, p, ;\
00

(u, w, p), s) + y, 

whenever ;\ < ;\
00

(u, w, p) - E, 

for all (u, w, p, s) EU X W x .::1~-1 x S. (46) 

Let t1 = Ey(2y + 2)- 1
, where y = max {p · G(u, p, ;\x(u, w. p), s)I 

(u, w, p, s) EU X WX .li-1 XS}. Let t2 > 0 be such that t2 < E and IP· 
G(u, p, ;\, s) - p · G(u, p, ;\

00
(u, w, p), s)I ~ t1, whenever IX - ;\x(u. w. p)I 

;;:; t2 , for all (u. w, p, s) E U X W X .::ii-1 XS. 

By Lemma 11, there exists M so large that 

X(u, w,O, p, M, s);;:; X00 (u, w, p) + t2 • 

for all (u,w,p,s) E Ux Wx .::li-1 XS. 

By Lemma 7, there exists!! > 0 so small that 

Prob [M _1(u, w, p, p, ;!) < M] < f1, 

for all (u,w,p,p) E Ux Wx(O,p) x .::1~-1 • 

(47) 

(48) 

I now fix ( u, w, p, p) E U X W X (0, p J X .::li-1 and drop these variables 
from the functions G, ;\, ;\

00 
and M _ 1. f prove that 

(49) 
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It follows from the choices of Mand!! [(47) and (48)] that 

(50) 

Since t1 < e/2 and t 2 < e, it follows that 

(51) 

If M_ 1(~) ~ M, then A(M_ 1(i), s0 ) ~ A00 + t2 , so that p · 
G(A(M_ 1(~), s0 ), s0 ) - p · G(A 00 , s0 ) ~ -t 1• If M_ 1(~) < M, then cer­
tainly p · G(A( M _ 1(.~·), s0 ), s0) ~ 0, so that p · G(A( M _ i(s 0), s0 ), s0 ) -

p · G(A
00

, s0 ) ~ -y. [y is defined Just after (46).] Since Ep · 
G(A(M_ 1(~), s0 ), s0 ) = Ep · w(s 0 ) = Ep · G(A 00 , s0 ), it follows [using (48)] 
that 

It now follows from the choice of y [see (46)] that 

Prob [A(M_ 1(s), s0 ) < A00 - e] < e/2. 

(52) 

(53) 

Inequalities (51) and (53) together imply inequality (49). This proves the 
lemma, given assumption ( 45). 

If assumption (45) is dropped, then inequalities (51) and (52) remam vahd 
and inequality (53) is replaced by 

Prob [A(M _1(~). s0 ) < Aoc - e and pG(A 00 - e, s0 ) > O] < e/2. 

(54) 

I now sketch verbally how the argument may be completed. There must be 
some state s such that p · G(Aoc - E, s) > 0. If a consumer receives an 
additional small amount of money, he can choose to wait and spend 1t only 
when he arrives in s. He will with high probability arrive in s before time T, if 
T 1s large. Therefore, if p is small, his utility gain per additional unit of money 
will with high probability exceed Aoc - 2e. It is easy to fill in the details of this 
argument. D 



102 

References 

Truman F. Be,./er 

Bewley, Truman, 1977, The permanent income hypothesis: A theoretical formulation, Journal of 
Econonuc Theory 16, 252-292. 

Hildenbrand, Werner, 1974, Core and Equilibna of a Large Economy (Pnnceton University Press. 
Pnnceton, NJ). 

Judd, Kenneth L., 1985, The law of large numbers with a continuum of 110 random vanables. 
Journal of Economic Theory 35, 19-25. 

Lucas, Robert, 1975, An eqwlibnum model of the business cycle, Journal of Poliucal Economy 83, 
1113-1144. 

Lucas, Robert, 1980, Eqwlibrium m a pure exchange economy, m: John Kareken and Neil 
Wallace, eds., Models of Monetary Economics (Federal Reserve Bank, Minneapolis, l\,IN) 

131-145. 
Lucas, Robert and Edward Prescott, 1974, Eqwlibnum search and unemployment, Journal of 

Economic Theory 7, 188-209. 
Schechtman. Jack, 1976, An income fluctuation problem, Journal of Economic Theory 12, 

218-241. 
Schechtman, Jack and Vera Escudero, 1977, Some results in 'An income fluctuation problem'. 

Journal of Economic Theory 16, 151-166. 
Yaan, Menahem, 1976, A law of large numbers in the theory of consumers' ch01ce under 

uncertainty, Journal of Econonuc Theory 12, 202-217 


